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Abstract

This paper presents a new approach to perform incremental dynamic analyses

on reinforced concrete buildings using the so-calledhybrid discretizations, taking

advantage of parallelized computations and domain decomposition techniques to

enhance the capability and performance for the analysis of large-scale problems.

The concept of hybrid discretization consists in the combination of different

modelling approaches for the three-dimensional structural elements. Where most

of the non-linear phenomena are expected to occur, refined meshes and more com-

plex constitutive relations are adopted. Elsewhere, simplified structural models are

considered.

Special attention is devoted to the definition of adequate techniques to treat the

transition zones between different structural models. The efficiency and accuracy

of alternative kinematic constraint techniques are studied and assessed.

The paper ends with two validation examples that test the accuracy and the

computational performance of the proposed methodology.
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Incremental Dynamic Analysis, Kinematic Constraints

1. Introduction

The main objective of this paper is to propose a combined strategy to enhance

the computational performance of dynamic analyses onreinforced concrete(RC)

buildings.

This strategy integrates the use of parallelization, adapted solution procedures

and the combination of different discretization techniques, which will be addressed

in this paper ashybrid discretizations(HD).

To cope with this objective, the paper is organized as follows: at first, the

formulation and some implementation issues related to the parallelization and to

the domain decomposition method adopted are addressed. Afterwards, the concept

of hybrid discretizationsis discussed in detail, underlying their main advantages

and drawbacks. The following section is devoted to the use ofkinematic constraints

(KC) to enforce the transition between different mesh types, as required for the

HD. Two validation examples close the paper. The first is dedicated to test the

accuracy of the proposed methodology inincremental dynamic analyses(IDA),

and the second, focuses on studying the use of different techniques to enforce the

KC and assessing their impact in the overall performance of thesimulation.

2. Parallelization

The basic concept of substructuring applied to the finite element method is to

solve the original problem in a two-level format, using: i) areducedor coarse

problem, commonly defined at the subdomain (s) boundaries, which acts as an

interconnecting and load balancing mechanism, and ii) aninternalproblem defined

at the subdomain-level with all the condensed and boundary unknowns associated

with each subdomain.
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This procedure requires the implementation of theDomain Decomposition

(DD) method to perform the analysis. In this work only thePrimal Substructuring

(PS) method [1, 2, 3, 4, 5] will be considered due to its simplicity and applicability

to the problems addressed. The formulation can be established by considering the

stiffness-based definition of a static linear mechanical system subjected to exter-

nal loads
(

Qe
)

, in which the structural domain is divided intons non-overlapping

subdomainsΩs with interconnecting boundariesΓs,s (see Figure 1).

The unknowns of this problem are the nodal displacements that can be re-

ordered by grouping first the interiordegrees-of-freedom(DOF), gathered by sub-

domain (s), and afterwards theDOF at the boundary. Adopting this procedure, the

following governing system would be obtained:
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where the stiffness sub-matrices associated with the boundaryDOF are defined by:

K s
Bi = A

s,t
bB K s

bi, (2)

K s
iB = K s

ibA
s
bB, (3)

K BB =

ns
∑

s=1

A
s,t
bB K s

bb A
s
bB, (4)

where superscripts represents the subdomain and the subscripts (i, b andB) repre-

sent the (internal, subdomain boundary and global boundary) DOF.

The matricesA are primal Boolean operators used to define mappings between

global and local operators. The symbol was chosen to be consistent with the ter-
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minology used for the analyses without substructuring, because these matrices can

be seen as assembler operators.

The system of equations presented in equation (1) clearly shows the indepen-

dence of the blocksK s
ii , K s

iB andK s
Bi, as these sub-matrices have contributions only

from elements belonging to one subdomain. Additionally, the sub-matrixK BB can

be computed from the sum of the independent subdomain contributionsK s
bb using

equation (4).

Already at this stage, the computation and the assemblage ofthe governing sys-

tem could be more efficient by taking advantage of parallelization. Nevertheless,

the parallelization will be taken one-step further, using amulti-step approach to

solve the linear system. To achieve this goal, a static condensation method will be

adopted to eliminate the internalDOF of each subdomain from the coarse problem.

Let’s start by simplifying the notation, using the symbolsS andQ for the con-

densed stiffness matrix and for the condensed force vector, whereS is also known

as theSchur Complement, which can be computed by assembling the contribution

of each subdomain, using:

S =

ns
∑

s=1

A
s,t
bB S

s As
bB, (5)

Q =

ns
∑

s=1

A
s,t
bB Q

s, (6)

where:

Ss = K s
bb− K s

bi

(

K s
ii

)−1
K s

ib, (7)

Qs = Qs
e,b − K s

bi

(

K s
ii

)−1
Qs

e,i . (8)
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The reduced governing system (9) can be solved for the globalboundary dis-

placements and the internalDOF displacements can be recovered using (10):

S qB = Q, (9)

qs
i =

(

K s
ii

)−1 (

Qs
i − K s

ib qs
b

)

, (10)

where:

qs
b = A

s
bB qB. (11)

It should be emphasized that no approximation is introducedby solving the

system of equations (9) instead of (1), and consequently, the same results should be

recovered, apart from numerically-related accuracy losses. Furthermore, it should

be noted that the size of the reduced system (9) is generally much smaller than the

one without using substructuring (1). On the other hand, oneaspect that should

be taken into consideration is that the condensed operators(7) are potentially full

matrices and this may represent a significant overhead in thecomputations.

To enhance the computational performance, the structural analysis algorithm

should be able to take advantage of multi-processing units.Commonly, part of the

computations are centralized on oneroot or master processing unit(MPU) and the

rest are performed in parallel, at thesubdomain processing units(SPU).

This method starts by computing the subdomain contributions to the global

Schur Complements. This computation is executed in parallel at theSPU, using

expression (7).

To adapt the formulation to non-linear analyses, the terms associated with the

external force vectorin equation (8) should be replaced by theunbalanced force

vector, defined by:

5



g = Qe−Qi , (12)

whereQi represents theinternal force vectordefined ahead in equation (38), re-

sulting in the following subdomain contribution to the coarse system right-hand

side (6):

Qs = −gs
b + K s

bi

(

K s
ii

)−1
gs

i . (13)

Afterwards the reduced problem is assembled at theMPU, using equations (5)

and (6), and the coarse governing system (9) is solved for theglobal boundaryDOF

increments using a direct solver.

The last steps consist of sending the relevant boundaryDOF displacement in-

crements to theSPUusing equation (11) and computing the internal unknowns at

theSPU, through:

δqs
i = K s,−1

ii

(

−gs
i − K s

ib δq
s
b

)

, (14)

and at the end, it is necessary to update the displacement field, using:

qs = qs+
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. (15)

3. Hybrid Discretization

One of the most significant drawbacks of using three-dimensional meshes to

perform dynamic analyses is related to the high number of unknowns associated

with this type of discretization. To mitigate this problem and improve the efficiency

of the simulations, the use of the so-calledhybrid discretization(HD) is studied.
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The term hybrid was chosen to indicate that the resulting mesh combines two dif-

ferent natures of discretization. Accordingly, a refined mesh is used when the most

relevant stress concentrations are expected to occur, and consequently, to develop

a significant non-linear response. In contrast, the zones anticipated to remain elas-

tic or with minor non-linear effects are modelled with a simplified discretization.

The typical choice for the simplified mesh of common frameRC buildings are

Euler-Bernoulli or Timoshenko beams. Solid elements (hexahedra) are used for

the refined part of the mesh and these were combined with trussor beam elements

for simulating the steel reinforcements.

In general, theHD proposed in this work is expected to introduce the following

advantages:

1. Reduce the number ofDOF and therefore make the analysis more efficient

and feasible, without a significant impact on the accuracy ofthe numeric

simulation;

2. Promote the use of different modelling strategies within a single simulation;

3. Create a convenient and efficient partition between the subdomains that can

be used in the substructured analysis (see Figure 2-a).

This methodology requires making an assumption regarding where most of the

non-linear phenomena will occur. This is not considered a significant problem due

to two reasons. First, the zones with stress concentrationscan be reasonably well

predicted forRCstructures, by knowing the characteristics and the intensity of the

loads acting on the structure. Secondly, the mesh can alwaysbe readjusted and the

analysis rerun if the structural behaviour is different from what was predicted.

Figure 2-a shows what would be a feasibleHD for the main structural elements

of a commonRC structure subjected to predominant horizontal loading. Inthis

case, the refined mesh would be concentrated at the joints andat the extremities
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of the beams and columns. The interior spans of these membersare supposed to

develop, at most, only minor non-linear effects, which is a reasonable hypothesis

when an earthquake loading is considered.

High permanent loads or earthquakes with intense vertical accelerations could

change these assumptions. Normally, the first case would only result in stabilized

cracking and stress redistribution that would have a minor impact on the global

response of the structure. Moreover, considering that the permanent loading effects

are present before the earthquake loading, their effect can be simulated by creating

a segment of the beams with reduced stiffness. Regarding the second case, it is

always possible to use non-linear beam elements or extend the refined mesh to the

interior of the beam span.

In order to generate the mesh, it is necessary to estimate thesize of the refined

mesh segments. The basic parameter to be defined is the lengthof the refined mesh

segments near the edges of the elements (Lh in Figure 2-a). This parameter is

strongly related to the well-knownplastic hinge lengththat is discussed in several

works,e.g.[6, 7, 8, 9]. A first estimation for this parameter can be made assuming

that it depends only on the cross-section dimensions:

Lh = λh max(wx2,wx3) , with λh = [2.0, 3.0] , (16)

wherewx2 andwx3 represent the transversal widths in the local directionx2 andx3,

respectively.

Linear kinematic constraints were used to connect the beam and solid elements,

although other possibilities were considered, liketransition elementsthat are for-

mulated to handle different types ofDOF resulting from non-compatible elements

(see for example [10, 11, 12, 13]).

The transition elements present some disadvantages when compared to the
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kinematic constraints, mainly because they introduce additional complexities to

the model, related to the numerical behaviour of these elements. The discretiza-

tion would also present additional difficulties and the usage of transition elements

increases the number of elements in the mesh. On the other hand, kinematic con-

straints present a predictable structural behaviour and represent a minor increase

in the complexity of the model. Furthermore, this approach does not increase

the number of nodes or elements. Nevertheless, there will bean increase in un-

knowns if the constraints are enforced using Lagrange Multipliers. At the end, the

choice tended clearly towards using kinematic constraints, which will be discussed

in more detail in the following section.

The HD increases the possibilities regarding the use of different modelling

strategies within a single simulation. To illustrate this,Figure 3 presents a schematic

representation of the mesh used to model a four storey building subjected to an

earthquake loading. In this case, the lower storeys were simulated using refined

meshes and more complex constitutive models, because this is where most of the

non-linear phenomena are expected to occur. On the other hand, simplified meshes

and models were adopted for the upper storeys, where the structure is expected to

have a nearly elastic response.

Fibre models implemented in beam-column elements could be used for the

simplified mesh when some non-linear response may still develop at the upper

storeys. Otherwise, using linear constitutive relations would be the most ade-

quate solution. Global response models with concentrated plasticity could also

be considered. However, this formulation presents some disadvantages for three-

dimensional models, in particular for columns subjected tobiaxial bending, due

to the increased complexity associated with the definition of the global response

rules.
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4. Kinematic Constraints

Kinematic constraints(KC) can be used to prescribe a specific behaviour on the

nodal displacements. Within the scope of this work, theKC are linear because the

analyses are also geometrically linear. In addition, the mathematical formulation

for the KC presented is written under the assumption of small displacements. A

typical use for the kinematic constraints is to impose a specific structural behaviour

such as connecting different parts of the structure or enforcing certain types of

rigid-body behaviour.

A set of kinematic constraints can be expressed in the matrixformat:

CK q = dK , (17)

whereCK is thekinematic constraint matrix, also known asconnectivity matrix,

which contains only constant values anddK is a constant vector. The matrixCK

has a number of rows equal to the number of kinematic constraint equations (nk)

and a number of columns equal to the total number ofDOF.

4.1. Beam2Solid constraint

Within the scope of theHD proposed in this work,KC are used to impose

the connection between beam and solid elements, which present 6 and 3DOF per

node for the general three-dimensional case, respectively(see Figure 2-b). These

specific constraints are calledBeam2Solidin this paper, which consist of enforcing

part of the equation of the well-known diaphragm and plate constraints. Only the

equations associated with the translationalDOF of the solid elements are enforced

(see Figure 4), hence reducing the number of constrained equations to half.

Considering the case of the constraint axis located along the global direction

x1, the equations adopted by theBeam2Solidconstraint are:
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qS
1 = qM

1 + x3 θ
M
2 − x2 θ

M
3 , (18)

qS
2 = qM

2 − x3 θ
M
1 , (19)

qS
3 = qM

3 + x2 θ
M
1 , (20)

whereqS
i

(

qM
i

)

represents the displacement of the slave (master) node along the

global coordinatexi andθSi
(

θMi

)

represents the rotation about the axisxi of the

slave (master) node. For other constraint axes, the equations can be defined using

a direct cycle permutation of the direction indices.

TheBeam2Solidconstraint will be implemented by theMaster-Slave Elimina-

tion (MSE) method [14] or usingLagrange Multipliers(LM) [15, 14], which will

be discussed in the following paragraphs.

4.2. Master-slave Elimination

The Master-Slave Elimination(MSE) method, also known asTransformation

Equationsmethod, consists in the elimination of a group ofDOF (slaveDOF)

using the equations that relate them to a set of specialDOF (masterDOF). This can

be seen as a static condensation. However, in this case a set of custom kinematic

relations are used instead of the relations already included in the governing system.

If the DOF are ordered leaving the slaveDOF at the end, it is possible to

rewrite equation (17) as:

[
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where the subscriptm represents the master (retained)DOF and the subscripts

represents the slave (condensed)DOF.
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After some simple algebraic manipulations on equation (21), the slaveDOF

displacements can be defined in terms of the masterDOF displacements, using:

qs = CK,smqm+ dK,s, (22)

with:

CK,sm= −C
−1
K,sCK,m, (23)

dK,s = C
−1
K,s dK. (24)

It is possible to rewrite equation (22) as:
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whereTK can be seen as a transformation matrix defined by:
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whereI represents the identity matrix with size equal to the numberof masterDOF.

The governing system of a mechanical linear system subjected to static forces,

where the masterDOF are ordered first and the slaveDOF at last, can be written

as:
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after introducing equation (25) and pre-multiplying byTt
K, it is possible to write:
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then the governing system of equations can be rewritten as:

KCqm = QC − dC, (29)

where:

KC = Tt
K K T K = Kmm+ C

t
K,smK sm+ KmsCK,sm+ C

t
K,smK ssCK,sm, (30)

QC = Tt
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t
K,smQe,s, (31)
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K K
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After solving (29) for the master displacements, the slaveDOF displacements

can be computed from equation (22). This method presents theadvantage of elim-

inating the constrainedDOF from the governing system, leading to a smaller num-

ber of equations to be solved. Nevertheless, this benefit canbe largely outweighed

by the necessary manipulations and by the need of solving theadditional system

of equations to recoverqs. The major disadvantage of this method consists in the

required rearrangement of the governing system.

4.3. Lagrange Multipliers

This method introduces new variables calledLagrange Multipliers(LM) to the

system of equations. TheLM can be grouped into the following vector:

λ
t =

[

λ1 λ2 · · · λnc

]

, (33)

wherenc is the number of constraint equations.

This vector can be used to impose the constraint equations (17) using:

λ
t (CKq − dK) = 0. (34)
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This equation can be seen as the energy necessary to enforce the constraints

and can be added to the total potential energy functional of the mechanical system:

Π (q, λ) =
∫

σ : ε (q) dΩ −Qe
t q + λt (CK q − dK) , (35)

whereσ andε represent the stress and strain tensors.

Introducing the relation(ε = B q) and imposing the stationary condition, it is

possible to obtain the following groups of equations:

∂Π

∂q
= Qi −Qe+ C

t
K λ = 0, (36)

∂Π

∂λ
= CKq − dK = 0, (37)

where theinternal force vectoris given by:

Qi =

∫

Bt σ dΩ. (38)

Grouping these equations into an augmented governing system results in:
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where it can be seen thatCt
K acts like an equilibrium operator, and therefore, the

nodal forces(Qc) that impose the constraints, can be computed from:

Qc = C
t
Kλ. (40)

As highlighted by Liuet al. [15], there are two main disadvantages associated

with the use of this method: the number of equations increases and the expanded

stiffness matrix becomes indefinite due to the zeros in the diagonal terms. The latter

reduces the efficiency in solving the system of equations and some solvers rely on
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positive definiteness. On the other hand, the main advantageof this method is

related to the fact that it is not necessary to rearrange or toperform any additional

operation to the system of equations. This last feature can compensate in many

cases for the fact of having a larger number of equations to solve [16].

4.4. Implementation

Within the framework of this work,KC were used for three different purposes:

1. for prescribing nodal displacements;

2. for implementing theHD technique;

3. for enforcing a specific structural behaviour.

The LM method was used for prescribing nodal displacementse.g. base dis-

placements to simulate earthquakes, and for enforcing constraints that are defined

within the scope of more than one subdomain,e.g. rigid floor diaphragms. This

technique was implemented in the reduced problem and resulted in an augmented

governing system with a new set of unknowns, the Lagrange Multipliers. Within

the scope of this paper, this technique will be referred to asGlobal Kinematic Con-

straints(GKC).

Alternatively, theMSE method was used when no interaction with the other

subdomains is necessary. This corresponds to the general case of enforcing the

Beam2Solidconstraint. This methodology reduces the number of unknowns in the

governing system by associating theDOF to be condensed with the ones retained

in the model using mathematical relations. To avoid being confused with theDOF

split used in thePS method, from this point on the condensed (retained)DOF

will be referred to as slave (master) and this enforcing technique will be called

Local Kinematic Constraints(LKC). Figure 5 presents an example of a possible

distribution ofGKC andLKC.
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4.4.1. Local Kinematic Constraints

TheLKC are imposed at the subdomain level and the followingDOF ordering

is adopted:

qs =


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, (41)

where the subscriptsm ands refer to master (retained) and slave (condensed) in-

ternal subdomainDOF andb refers to the subdomain boundaryDOF. As a conse-

quence, equation (25) should be rewritten as:
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where the new kinematic transformation matrix (26) is defined by:
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, (43)

in whichCs
L,sm andCs

L,sb are the extension to the subdomain scope and to the pro-

posedDOF reordering of the matrixCK,sm defined in expression (23). The subma-

trices I s
mm andI s

bb are identity matrices of size equal to the number of master and

boundary subdomainDOF, respectively. The remaining entries are zero matrices

defined with consistent sizes.

The usage that will be given to the local constraints impliesthat ds
L,s = 0, so

that the last term in equation (42) becomes irrelevant and will be omitted from now

on. It should be emphasized that the subdomain matricesTs
L are highly sparse and

very prone to be stored in matrix sparse format.
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Under these assumptions, the subdomain structural operators can be defined

as:

KC,s = Ts,t
L K s Ts

L, (44)

CC,s = Ts,t
L Cs Ts

L, (45)

MC,s = Ts,t
L M s Ts

L, (46)

and the dynamic effective stiffness associated with theα-Method time integration

scheme [17, 18] is given by:

K̂C,s = (1+ α)

(

KC,s+
γ

β∆t
CC,s

)

+
1
β∆t2

MC,s. (47)

After computing the subdomain boundaryDOF displacements in substructured

analyses, the rest of the unknowns can be computed using equation (42).

4.4.2. Global Kinematic Constraints

Using GKC the incremental coarse problem used for substructured structural

analysis (9) becomes augmented and can be written as follows:
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. (48)

The matrixCG is the global constraint matrix of sizeng × nB, whereng repre-

sents the number of global kinematic constraints andnB represents the number of

boundaryDOF in the reduced problem. In addition,λ is a vector of sizeng that

holds the Lagrange Multipliers.

In this case, the right-hand side vectordG cannot be eliminated as before, be-

cause this vector will be used to enforce absolute values on the unknowns (e.g.

prescribed displacements).
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The operatorŝS andQ̂ are respectively the dynamic versions of the Schur Com-

plement and of the unbalanced forces vector defined for the coarse problem.

Using local kinematic constraints, the subdomain contributions to these opera-

tors are defined as follows:

ŜC,s = K̂C,s
bb − K̂C,s

bi

(

K̂C,s
ii

)−1
K̂C,s

ib , (49)

Q̂C,s = −ĝC,s
b + K̂C,s

bi

(

K̂C,s
ii

)−1
ĝC,s

i , (50)

where the superscriptC indicates that these operators are defined after condensing

the internal slaveDOF, as in equation (44).

Expressions similar to (5) and (6) can be used for assemblingthe contribution

of all subdomains, because these are defined for the global boundaryDOF and do

not change by eliminating the slave condensedDOF.

5. Example 1: Elastic cantilever column

The purpose of this example is to test the algorithm onIDA using substructuring

and the HD technique proposed in this paper. To cope with thisobjective, the

elastic cantilever column, presented in Figure 6, is chosen. The material response is

considered elastic for simplicity and four meshes are adopted. The meshes include

8-noded hexahedrons(H8) andEuler-Bernoulli Beams(EBB). Table 1 summarizes

the main characteristics of the meshes.

GKC were adopted to enforce theBeam2Solidconstraints and thePSmethod

was used as theDD technique.

The column was subjected to a prescribed displacement at thebase (see Fig-

ure 6). The time history presented in Figure 7-a was considered as a displacement

record (in centimetres) for the prescribed displacement atthe bottom of the col-

umn. In this case, the accelerations associated with the imposed displacement may
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be computed by double differentiation of the displacement record, resulting in an

acceleration record withPGA = 1 m/s2. The elastic response spectrum is dis-

played in Figure 7-b, revealing that this record was generated to match the elastic

response spectrum of Eurocode 8 [19] for ground type A and 5% of damping.

The mass was concentrated on the top surface of the column anda lumped

mass matrix was considered. The Newmark’s [20]average acceleration method

(γ = 0.50;ν = 0.25) was used as the time integration algorithm and proportional

damping was considered by imposing 5% of damping at 1 Hz and 10Hz, leading

to α = 5.7119× 10−1 andβ = 1.4468× 10−3 [14].

The results are compared with the solution obtained with thefinite element

software ADINA [21] adopting the Mesh #1 discretization, which is considered as

the reference for the tests.

The IDA resulted in the displacements at node A (X direction) presented in

Figure 8 for the analyses #1 and #2, and in Figure 9 for the analyses #3 and #4,

together with the results obtained by the reference analysis. These results show

that the analyses #1 and #2 recovered the reference solution, as a result of using

the same mesh, element type and finite element formulation. On the other hand,

for the analyses #3 and #4 the response shows small differences in the amplitude

and a minor time offset. This results from having different structural responses that

change the amplification and the main vibration frequency.

In conclusion, the differences in the response of the meshes with and without

hybrid discretizationare small, expected and related to the different modeling tech-

niques adopted in the simulations. This demonstrates that the proposed technique

is a valid and feasible way to reduce the problem size and still retrieve good results.
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6. Example 2: Elastic frame

The purpose of this example is to test the accuracy and efficiency of the dif-

ferent methods used to enforce the kinematic constraints required for theHD tech-

nique. BothGKC andLKC are tested in this example.

The problem chosen is the single-bay frame 5.0 m wide and 3.0 mhigh rep-

resented in Figure 10. All materials are considered to be linear elastic and two

types of meshes are used to simulate the structure. Mesh #2 was created by imple-

menting the partition associated with expression (16) setting λh = 2.5. The overall

layout of the structure is symmetric although this propertyis not used to simplify

the analyses. The considered loading consists of a distributed vertical load in Mesh

#1 and a concentrated load in Mesh #2.

Once again, the results are compared with those obtained using the software

ADINA [21] adopting the same discretization adopted in Mesh#1, which is con-

sidered as the reference in this example.

Three numbers of subdomains are considered in the analyses for both meshes

(see Table 2). When only one subdomain is considered, the analysis was executed

with the sequential and the parallel version of the code, in order to assess the par-

allelization overhead (see Table 3). Moreover, when two subdomains are adopted

the subdomain boundary was positioned in the symmetry axis,hence resulting in

uniform element andDOF divisions, apart from Mesh #1 where the elements pass-

ing through the symmetry axis were included in subdomain #1.Furthermore, when

four subdomains are adopted the division was made by separating each column and

respective foundation, and the interior part of the beam into two nearly identical

halves (partitions P1, P2, P3 and P4 represented in Figure 10). The same geomet-

ric division was used for Mesh #2 (partitions P5, P6, P7 and P8). This resulted

in a non-uniformDOF distribution, with both column-beam subdomains having
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around 2/3 of the total number of interiorDOF and the remaining 1/3 divided in

equal shares by both column bases.

The characteristics of the analyses and of the kinematic constraints imple-

mented are also presented in Table 3. This data shows that when more than one

subdomain is considered, thePSmethod is adopted and that the analyses #5 to #8

were made using 756GKC and the analyses #9 to #12 with 756LKC.

Table 3 also presents the size of the governing system to be solved. For the

analyses with only one subdomain, allDOF are considered as interior and are

present in the governing system. WhenGKCare used, the 756 constraint equations

are added to the system, because theLM method is used. Moreover, whenLKC are

implemented, theDOF associated with the 756 constraint equations are eliminated

from the governing system.

For the case of more than one subdomain, the governing systemto be solved

is the reduced problem defined by the inter-subdomainDOF. WhenGKC are im-

plemented, the reduced problem is also augmented with the equations associated

with the constraints. On the other hand, whenLKC are used the size of the reduced

problem does not change because the constraints are appliedfor the internalDOF

of each subdomain, which is an important difference between these two methods.

6.1. Accuracy of the results

Table 4 presents the results for the vertical displacement at point A and for

the work performed by the discrete external forces, which inthis case is equal

to the symmetric of the elastic strain energy. The results show that for Mesh #1

the solution matches the reference data, which is expected because the mesh, the

element types and the global finite element formulations arethe same.

Regarding the analyses with Mesh #2, two important observations must be

made concerning the data presented. At first, the same results were obtained for
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all domain partitions and methods used to enforce the kinematic constraints. Sec-

ondly, the results are very similar to the analyses without usingHD (er ≤ 1.20%),

both in terms of the displacements and of the work performed by external forces.

This result shows that the accuracy degradation in the computation of the global

structural behaviour using theHD technique is small when compared to the case

where the structure is modelled using only solid elements.

From these results, it is possible to confirm that the proposed methodology

does not introduces any significant loss of accuracy in the results. Additionally,

both methodologies for imposing the kinematic constraintsare equivalent in terms

of the overall results.

6.2. Performance analysis

This analysis is made for assessing the efficiency of the KC-enforcing methods,

when combined with the parallelization procedure.

All computations were executed on a 8 GB RAM multi-core computer (model

Intel Core i7 720QM) with 4 processing units(PU), which runs at a variable clock

rate between 1.6 and 2.8 GHz, due to an automatic dynamic hardware-implemented

overclock procedure. These specifications lead to a theoretical peak speed between

25.6 and 44.8 GFlop/s, considering 4 instructions per cycle. Furthermore, the com-

putations were made using a windows implementation of the Matlab software [22]

and using specific toolboxes for the parallelization [23, 24].

The following measures were taken to mitigate some uncertainties associated

with the computational performance. All non-critical processes and services run-

ning in the operating system were terminated and all processes related to the com-

putation (Matlab’s client session, Matlab workers, and thespmdandmpiexecpro-

cesses) were executed with high priority levels. In addition, the computing times of

all analyses were affected by a factorγ, in order to take into account the variation of
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the CPU’s clock rate. For the processor installed in the computer, the adopted clock

rate distribution was{2.80; 2.20; 1.60; 1.60} GHz for {1; 2; 3; 4} Matlab workers or

active cores, leading to the correction factors{1.000; 0.786; 0.571; 0.571}. This

procedure was validated by estimating the number of floatingpoint operations per

second of two different computations using parallel computations. The following

expression is used:

F∗ = γ Fs nw, (51)

wherenw is the number of Matlab workers andFs is the number of floating point

operations per second for the sequential code run in the Matlab client session.

The computations used were matrix-by-matrix multiplication and linear system

solving using Matlab’s ”\” operator and in both cases the results showed that the

relative errors are always below 8% and most of the time below5%, therefore

demonstrating that the computational uncertainties are restrained at a satisfactory

level (see Mendes [25] for more details).

The computing times of five incremental steps from theIDA were measured

and the average values are used to assess the performance of the structural analysis.

These average computing times ranged between 97.060 s for the sequential version

of the code and using mesh #1, and 11.581 s when 4 subdomains, mesh #2 andLKC

are considered.

A deeper analysis regarding the computational efficiency can be made by intro-

ducing the following parameters. Thecomputational performance gain(CPG) for

the homogeneous system used in the computations is defined asthe ratio between

the sequential code computing time and the parallelized version of the code using

np processing units. In addition, theefficiencyof a homogeneous system(E) is

defined as the computational performance gain per processor: E = CPG/np. In all
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cases, the number of processing units considered in each case matches the number

of subdomains (np = ns). The termspeed-upis avoided because the computations

in the sequential and in the parallelized versions of the code are different.

Let us start by assessing the effect of the parallelization for each mesh and

KC-enforcing method. These results are presented numerically in Table 5 and

graphically in Figure 11. The analyses with one subdomain confirmed a small

computing time increase for the parallelized version of thecode due to the implicit

overhead. Moreover, for the analysis with two and four subdomains, the computing

time decreased significantly for Mesh #1 and Mesh #2 combinedwith LKC and this

decrease was less significant for Mesh #2 andGKC. This data clearly shows that

for two subdomains using Mesh #1 and Mesh #2 with LGK, the CPG values show

linear scalability with the parallelization level and evensuper-linear scalability,i.e.

efficiency above 100%, due to the different solving technique associated with the

PSmethod.

The CPG values are significantly smaller when Mesh #2 is used with GKC.

This response can be associated with two main aspects. At first, when theGKC

method is implemented in the reduced problem, which is solved at theMPU, it

does not benefit from the parallelization, contrary to theLKC, which are enforced

at the subdomain level (SPU), and hence, computed in parallel. Secondly, for this

case in particular, enforcing theGKC results in nearly doubling the size of the

reduced problem, which also contributes to worse results interms of the CPG and

efficiency values.

For the analyses with four subdomains, the CPG and efficiency values are re-

duced bellow the linear scalability level. This behaviour is expected due to the load

unbalancing associated with the mesh partition with four subdomains, as presented

in Table 2 and discussed before. This aspect results in a significant loss of effi-

ciency because under the data parallelism approach, the light-weightedPU must
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wait idle until the most loaded units finish their computations.

Another valuable source of information can be extracted from the CPG values

grouped for the different meshes and KC-enforcing methods. These results are nu-

merically presented in Table 6 and graphically in Figure 12.The curves associated

with one subdomain show higher CPG values for Mesh #2 than forMesh #1, as

a result of the decrease in the number ofDOF associated with theHD technique.

Moreover, comparing the result usingGKC andLKC it is possible to observe that

similar results were obtained. This is expected because forone subdomain it is not

possible to gain from parallelization for theLKC and the supplementary equations

added to the governing system usingGKC, represent only a minor increase in the

size, with almost insignificant effect on the overall performance. Furthermore, the

curves associated with two and four subdomains show CPG values of about 2.0

for Mesh #2 usingGKC when compared to Mesh #1. These gains in efficiency

are mainly associated with the decrease in the number ofDOF using theHD tech-

nique. The CPG values increase even further when usingLKC due to the additional

parallelization associated with this technique.

The next step in the analysis consists in combining the effect of using the paral-

lelization, thePSmethod and thehybrid discretizationtechnique, which led to the

results presented in Table 7 and in Figure 13. These results were normalized by the

analysis made with the sequential version of the code, considering only one subdo-

main and using Mesh #1. This data shows a combined CPG value between 4 and

6, when two or four subdomains are used together with theGKC. In addition, the

efficiency gains are even more significant whenLKC are adopted, reaching values

between 9 and 12, which represent very significant and encouraging performance

gains.

At this point, it should be stressed that even better performance gains could

have been achieved if the load balancing had been more uniform for Mesh #2 with
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four subdomains. Moreover, better results may also be accomplished using higher

level of parallelization and by adjusting the number of subdomain interiorDOF

to optimal values,e.g. to around 10000-20000DOF, rather than the 2000-5000

considered in this example using four subdomains.

For the interpretation of these results, it is convenient toextend the perfor-

mance analysis to the different code segments of typical finite element algorithms.

The incremental procedure was divided into the following four sections: i)Stiff-

ness Matrix; ii) Corrector; iii) Unbalanced Forces; and iv) Other. The Stiffness

Matrix segment includes the computation of the element stiffness matrices and the

assemblage of the global or subdomain stiffness matrices. TheCorrectorsegment

includes the procedure used to obtain the iterative correction of the discrete dis-

placements in order to reduce the unbalanced forces. Moreover, theUnbalanced

Forcespart includes the prior computations for the element’s strains, state deter-

mination, stresses, and finally, the global or subdomain internal forces. TheOther

section includes the time step initialization, the computation of the applied external

forces, retrieving and saving variables, and the auxiliarycomputations associated

with the time step ending.

Figure 14 presents the percentage of computing time spent oneach code seg-

ment for the different problem sizes considered. The data presented led to the

following conclusions. TheOthersegment reduces its percentage for larger prob-

lem sizes (Mesh #1) and tends to increase with parallelization. This is expected

as the computations included in this section are much less sensitive to the problem

size and for the parallel version of the code results in a large overhead (e.g.retriev-

ing the unknowns from the Matlab workers for ending the time step). Additionally,

in this segment there are several tasks that are executed in the Matlab client ses-

sion, therefore, without the possibility to scale with the number of subdomains (e.g.

storing the unknowns on hard disk and ending the time step).
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It is also possible to observe that theUnbalanced Forcessegment maintains

roughly its relative weight. This is related to the fact thatmost of the computations

associated with this segment are performed at the element level and with good

conditions for scalability.

In addition, theCorrector segment tends to increase its relative weight for the

analyses with substructuring and theStiffness Matrixsegment presents the inverse

behaviour. This is a fundamental aspect for the algorithm performance and de-

serves an in-depth analysis. The first issue to be noted is that for the analyses

with parallelization the corrector phase is completely different and more complex.

For the analyses performed with only one subdomain, the corrector segment cor-

responds basically to the solution of the linearized systemof equations using a

direct method. On the other hand, the use of thePSmethod requires the previ-

ous computation of the structural operators, such as the stiffness matrices and the

Schur complements, which are first assembled at the subdomain level (7,8) and

only in the corrector segment are joined together for computing the reduced prob-

lem (5,6). Therefore, it is possible to conclude that for multi-domain computations

there is computational load transference from theStiffness Matrixsegment to the

corrector phase and that the computing times are not just a matter of parallelization

efficiency, but result from using different solving schemes. Regarding this issue,

the most relevant fact in Figure 14 is that this effect is considerably less significant

for the analyses associated with Mesh #2 considering two andfour subdomains and

usingLKC.

The reasons for this behaviour can be associated with two main aspects: At

first, the size of the reduced problem for the analyses withLKC is extremely small

(e.g. 6 or 18DOF, see Table 3); Secondly, the enforcement of the KC is made

in the Corrector segment, but for the case ofLKC, it is made in the scope of the

subdomain, which has the possibility of gaining efficiency from the parallelization.
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Figure 15 presents the stress fieldσxx plotted on the deformed mesh for the

analysis with Mesh #2, four subdomains and usingLKC. In this figure is possible

to confirm that the expected deformed shape and stress distribution is retrieved.

7. Conclusions

In this paper, the computational performance was improved by taking advan-

tage of concurrent computations (parallelization), domain decomposition techniques

and the so-calledhybrid discretization.

The use of concurrent computations was implemented in the finite element

code developed and makes it possible to take advantage of thedata parallelism

associated with the finite element method and partitioned subdomains,e.g. for the

element’s state determination and for the computation of the structural operators.

The adopted domain decomposition method (Primal Substructuring), was also used

to enhance the gains from using concurrent computations by adapting the structural

analysis algorithm.

Hybrid discretizationscombine different types of meshes and can significantly

reduce the size of the problem to be analysed. To illustrate this, Example 2 reveals

a reduction of the total number of unknowns of about 48% and itwas possible to

expose CPG values of 3.5 using sequential computations and 4.1 using concurrent

computations.

TheHD proposed also presents the following two additional benefits: it creates

a natural and efficient partition between the subdomains that can be used in the

substructured analysis and it increases the modelling flexibility by promoting the

use of different element types in different parts of the structure.

It was necessary to test different methods to enforce kinematic constraints as-

sociated with theHD. This research concluded that the best technique to enforce

theBeam2Solidkinematic constraint is to use a subdomain-based approach by us-
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ing the Master-Slave Elimination method, known asLocal Kinematic Constraints

(LKC) in the scope of this work. Using this technique, the model can benefit from

the parallelization and scale with the number of processors. In addition, when the

objective is to enforce inter-subdomain behaviour, then the best solution is to use

Global Kinematic Constraints(GKC), enforced by Lagrange Multipliers and using

additionalLKC to reduce the number of unknowns added to the coarse problem by

creating local master and slave nodes. Lagrange Multipliers were also used to pre-

scribe displacements on the structure, and as before, trying to reduce the number

of unknowns added to the reduced problem using additionalLKC.

Furthermore, when combining the improvements associated with concurrent

computations with the ones resulting from substructuring techniques and with the

ones resulting from theHD, it was possible to reveal CPG values of up to 11.7

using only four processing units, even though for that case the mesh partition led

to some load unbalance. These results exceeded the initial expectations and were

considered very promising and extremely encouraging.

The main future development for this work is to implement andtest the pro-

posed technique in a more efficient computational environment (e.g.cluster), with

larger problem-sizes and higher parallelization levels. In addition, further testing

is required to assess the accuracy and performance of the proposed methodology

for solving non-linear problems.
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Figure 1: Structural analysis techniques.
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Figure1



Figure 2: Schematic representation of thehybrid discretizationapproach.
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Figure2



Figure 3: Different possibilities arising from usinghybrid discretizations.
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Figure3



Figure 4: Implementation of theBeam2Solidkinematic constraint.
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Figure4



Figure 5: Different methods to enforce kinematic constraints.
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Figure5



Figure 6: Example 1 - Definition of the problem.
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Figure 7: Example 1 - Earthquake record.
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Figure 8: Example 1 - Displacement at node A for analyses #1 and #2.
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Figure 9: Example 1 - Displacement at node A for analyses #3 and #4.
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Figure 10: Example 2 - Definition of the problem.
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Figure 11: Example 2 - CPG values for different parallelization levels.
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Figure 12: Example 2 - CPG values for different mesh types and KC-enforcing methods.
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Figure 13: Example 2 - CPG values when combining all performance-enhancing techniques.
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Figure 14: Example 2 - Percentage of computing time for the different code segments.
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Figure 15: Example 2 - Deformed mesh (magnified by 50) and stress fieldσxx for analyses #09 to
#12.
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Table 1: Example 1 - Characteristics of the meshes and of the analyses.

Analysis Mesh,nd Elements DD Met., ns K. Constraints
#1 #1, 540 80 (H8) -, 1 -
#2 #2, 540 80 (H8) PS, 4 -
#3 #3, 315 40 (H8), 2 (EBB) -, 1 Beam2Solid (GKC)
#4 #4, 315 40 (H8), 2 (EBB) PS, 4 Beam2Solid (GKC)
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Table 2: Example 2 - Characteristics of the discretizations.

Analysis Mesh,nd Subdomains (ns) Boundarynd Interior nd

#01 #1, 29388 P1+P2+P3+P4 (1) - 29338
#02 #1, 29388 P1+P2+P3+P4 (1) - 29338
#03 #1, 29388 P1+P2; P3+P4 (2) 162 14694; 14532 (50%; 50%)
#04 #1, 29388 P1; P2; P3; P4 (4) 486 6918; 7614; 7452; 6918 (24%; 26%; 26%; 24%)
#05 #2, 15294 P5+P6+P7+P8 (1) - 15294
#06 #2, 15294 P5+P6+P7+P8 (1) - 15294
#07 #2, 15294 P5+P6; P7+P8 (2) 798 7650; 7650 (50%; 50%)
#08 #2, 15294 P5; P6; P7; P8 (4) 810 1896; 5346; 5346; 1896 (13%; 37%; 37%; 13%)
#09 #2, 15294 P5+P6+P7+P8 (1) - 15294
#10 #2, 15294 P5+P6+P7+P8 (1) - 15294
#11 #2, 15294 P5+P6; P7+P8 (2) 6 7644; 7644 (50%; 50%)
#12 #2, 15294 P5; P6; P7; P8 (4) 18 2010; 5628; 5628; 2010 (13%; 37%; 37%; 13%)
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Table 3: Example 2 - Characteristics of the analyses.

Analysis DD Met. (ns) Algorithm K. Constraints (nk) Reduced Problemnd

#01 - (1) Sequential - 29338
#02 PS(1) Parallel - 29338
#03 PS(2) Parallel - 162
#04 PS(4) Parallel - 486
#05 - (1) Sequential GKC-LM (756) 15294+756=16050
#06 PS(1) Parallel GKC-LM (756) 15294+756=16050
#07 PS(2) Parallel GKC-LM (756) 798+756=1554
#08 PS(4) Parallel GKC-LM (756) 810+756=1566
#09 - (1) Sequential LKC-MSE(756) 15294-756=14538
#10 PS(1) Parallel LKC-MSE(756) 15294-756=14538
#11 PS(2) Parallel LKC-MSE(756) 6
#12 PS(4) Parallel LKC-MSE(756) 18
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Table 4: Example 2 - Selected results from the analyses.

Analysis δAZ (m) , er We = −Ue (kN.m) , er

Reference -4.20086e-3, - 2.10112e-1, -
#01 to #04 -4.20086e-3, 0.00% 2.10112e-1, 0.00%
#05 to #12 -4.15165e-3, -1.17% 2.07583e-1, -1.20%
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Table 5: Example 2 - CPG and efficiency values for different parallelization levels.

Analysis Parallel,ns = 1 Parallel,ns = 2 Parallel,ns = 4
Mesh #1 0.97 (97.5%) 2.18 (108.9%) 3.26 (81.6%)

Mesh #2-GKC 0.96 (95.5%) 1.31 (65.5%) 1.77 (44.1%)
Mesh #2-LKC 0.97 (97.2%) 2.52 (126.2%) 3.34 (83.5%)
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Table 6: Example 2 - CPG values for different mesh types and KC-enforcing methods.

Analysis Mesh #1 Mesh #2-GKC Mesh #2-LKC
Sequential,ns = 1 1.00 3.50 3.51

Parallel,ns = 1 1.00 3.43 3.51
Parallel,ns = 2 1.00 2.10 4.07
Parallel,ns = 4 1.00 1.89 3.60
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Table 7: Example 2 - CPG values when combining all performance-enhancing techniques.

Analysis Mesh #1 Mesh #2-GKC Mesh #2-LKC
Sequential,ns = 1 1.00 - -

Parallel,ns = 2 - 4.58 8.87
Parallel,ns = 4 - 6.17 11.74
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